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Overview 
Chatbots are one of the main ways online users now interact with AI, thanks to advances in 
computing power and machine learning technology that opened up broad access to large 
language models (LLMs). Using LLMs for chatbots offers a wide array of possibilities, from 
customer service chatbots to those built for storytelling and role-playing – with each fictional or 
historical character boasting its own personality, backstory, and conversation style.  

As access to character chatbot-making technology continues to expand, so does the opportunity 
to create characters whose interactions could result in online and offline harm. With the growing 
popularity of Character.AI, SpicyChat, Chub AI, CrushOn.AI, and JanitorAI – platforms that 
pioneered easy-to-make, persona-based bots – users with no technical knowledge of how a 
character chatbot really works can create and release ready-to-chat, potentially harmful custom 
personas in minutes. Examples include chatbots built to mimic sexualized minors or school 
shooters, or those promoting eating disorders.  

Discussions about chatbot harm generally have focused on hallucinations or training biases. 
Those specifically about character chatbots have focused on individual harm cases. We have now 
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attempted to categorize the potential for harm inherent in some character chatbots, provide 
insights about the communities building them, and identify the tactics, techniques, and 
procedures (TTPs) used to create them. In hubs like Reddit, 4chan, and Discord, communities are 
exchanging knowledge, ideas, and skills to help each other build chatbot characters with 
open-source and proprietary AI models. And that exchange is directly empowering them to skirt 
those models’ guardrails or filters and create chatbots with the potential for harm.  

Some character chatbot platforms also open a door to misuse. Most implement trust and safety 
measures to limit harmful content, but open-source LLMs (like Meta’s LLaMA or Mistral AI’s 
Mixtral) allow fine-tuning for users’ specific purposes without developer oversight. Savvy users 
are also circumventing the safeguards of proprietary LLMs (like Anthropic’s Claude, OpenAI’s 
ChatGPT, or Google’s Gemini), using jailbreaks or other methods. 

In this report, we focus on three categories of character chatbots that present the potential for 
harm: chatbot personas representing sexualized minors, those advocating eating disorders (ED) 
or self-harm (SH), and those with hateful or violent extremist tendencies. For each category, we 
explore how prevalent the personas are, on which platforms they proliferate, the online 
communities spurring their creation, and the TTPs deployed to create them. 

 

Key Findings 
●​ Distinct online communities with varying technical skills are driving the creation of harmful 

character chatbots. They include pre-existing online networks of pro-ED/SH social media 
accounts and true-crime fandoms, who are now using chatbots to reinforce their interests, 
and hubs of so-called not safe for life (NSFL)/not safe for work (NSFW) chatbot creators, who 
have emerged to focus on evading safeguards. Members of the NSFL/NSFW-specific 
communities don’t appear to hold monolithic views on ethical boundaries for erotic chatbot 
content, or whether minors should be allowed on character chatbot platforms featuring 
explicit material. 

●​ The online ED and SH communities were early adopters of chatbot persona-building tools. 
These communities include particularly technically savvy online users who have shared how 
to create and use chatbots to support existing harmful behaviors, such as generating 
“self-harm buddies” and anorexia “coaches” across major social media platforms. 

●​ We identified over 10,000 chatbots directly labeled as sexualized, minor-presenting personas 
or engaging in role-play featuring sexualized minors. Some directly advertise that users can 
interact with these personas by “calling” the API of models like OpenAI’s ChatGPT, Anthropic’s 
Claude, and Google’s Gemini.  

●​ Hateful or violent extremist character chatbots represent a small fraction of the 
user-generated bots on character chatbot platforms: No platform exceeded 50 personas 
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fitting this category, out of tens – or even hundreds – of thousands of user-generated bots. 
Those that did fit the category are depicting real-world mass shooters, historical extremists, 
or racist or antisemitic stereotypes. Some are glorifying violent ideologies, and others are 
enabling role-play that dehumanizes marginalized communities or sexualizes mass killers. 

●​ Communities creating harmful character chatbots share knowledge and experiences in posts 
on the social media platforms where they interact, and through links to paste sites and 
screenshots of character chatlogs. They also engage in community-building, holding 
competitions that incentivize character chatbot creation, commissioning custom personas, 
and polling users for new chatbot ideas. Notable TTPs – typically used to evade moderators 
– include API key exchanges, embedded jailbreaks, alternative spellings, external cataloging, 
obfuscating minor characters’ ages, and borrowing coded language from the anime and 
manga communities. 

 

Methodology 
We looked for on-platform examples of character chatbots active as of Jan. 31, 2025, on five of 
the most prominent1 bot-creation and character card-hosting platforms: Character.AI, Spicy Chat, 
Chub AI, CrushOn.AI, and JanitorAI. We focused our research on character chatbots that fall into 
any of the three categories of potential harm mentioned above, using relevant search terms for 
each platform and category. Our analysis of the communities in this ecosystem was limited to 
open-source, publicly available online content, and focused on community-level behaviors.   

To understand the communities creating these types of chatbots and their methods, we also 
extracted data sets of the 20,000 Reddit2 posts with the most engagement between Aug. 1, 2024, 
and Jan. 29, 2025, from each of eight subreddits3 focused on sharing knowledge about character 
chatbots or discussing the platforms allowing their creation. We used the data to build our 
Character Chatbot Reddit Community Content Map (see p. 5) in which individual posts are 
clustered based on their semantic similarity. This enabled us to assess the main themes and 
narratives these subreddit communities discuss, and learn the most common TTPs they deploy. 
Additionally, we conducted qualitative content analyses of archival 4chan data and public Discord 
servers.  

We also reviewed Graphika’s X Network Map of the ED/SH Community (see p. 4), which was 
seeded on X accounts surfaced by searching for relevant key terms, with each dot (or “node”) 
representing one X account. The size of a node denotes the number of followers it has on the 
map, a proxy for influence. The accounts are computationally clustered into communities based 

3 r/CharacterAIrunaways, r/chatbots, r/characterAI, r/characterAI_no_filter, r/AIAssisted, r/chub_AI, r/janitorAI_official, 
r/sillytavern 

2 We selected Reddit as a platform for analysis because it enables the quick identification of interest-based 
communities rather than communities based on social, followership-based connections. 

1 As determined by publicly available monthly traffic data. 
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on who they follow, and labeled according to shared behaviors and online interests, such as 
preferentially engaging with the same content or similar accounts. Nodes positioned closer 
together share a higher number of follower relationships and are more likely to engage in the 
same conversations; those situated further apart have fewer connections and are less likely to 
interact. How closely nodes are positioned together in a group is reflected by the group's density. 

Using this map, we surfaced hyperlinks and posts from the map’s X accounts featuring 
conversations about creating chatbot personas. 

Graphika’s X Network Map of the ED/SH Community  

 

Graphika’s X Network Map of the ED/SH Community, featuring clusters in several non-English languages, illustrates the 
global distribution of accounts connected by their mutual interest in ED/SH topics. 
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Online Communities Building Character Chatbots 
Character Chatbot Reddit Community Content Map 

 

 
●​ Character Chatbot Reddit Community 

Customs, Traditions, Complaints, and 
Values Debates 

●​ Generalized Discussions About AI 
Unrelated to Character Chatbots 

●​ Character Chatbot Building Best Practices 
and Feature Troubleshooting 

●​ Recommendations of Character Chatbot 
Platforms With Fewer Restrictions 

●​ Knowledge-Sharing on Filter Bypassing 
and Prompt Optimizing for NSFL-Enabling 
Jailbreaks 
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Our Character Chatbot Reddit Community Content Map on the previous page displays five 
color-coded thematic groups, which contain the many narratives that emerged from the 
algorithmic clustering of Reddit posts displaying semantic similarity. 

For each of the potentially harmful character chatbot categories we analyzed, we found distinct 
communities that participate in creation and communicate in hubs on various social media 
platforms and anonymous message boards. Analyzing their content allowed us to learn about 
each community’s common or unique characteristics, internal debates, and apparent values, as 
summarized below. 

●​ Pre-established, Community Networks vs. Interest-Based Emergent Communities: The 
ED/SH online community had a well-established network, based on followership, long before 
LLMs surged in popularity. This is also the case with the True Crime Community, which 
operates as a fandom devoted to serial killers and mass murderers. Both the ED and SH 
communities are present on many social media networks but most active on X and Tumblr. 
Character chatbot creation is just one more tool these communities use to explore and 
reaffirm their shared interests, like receiving chatbot encouragement for disordered eating or 
engaging in romantic role-play with personas impersonating serial killers.   

By contrast, character chatbot communities building NSFW/NSFL personas emerged around 
their specific interest in exploiting the technology and learning how to circumvent its 
safeguards for erotic play. Members gather anonymously on forums like 4chan’s /g/ 
technology board, Discord servers, and special-focus subreddits. Persona chatbots that 
parrot extremist ideologies or hate speech without any erotic play objective seem to be the 
work of individually motivated users; they’re an exception to the community-supported 
creation of other types of harmful character chatbots. 

●​ Wide Range of Technical Abilities: In all the analyzed communities, there are users 
displaying highly technical skills that enable them to create character chatbots capable of 
circumventing moderation limitations, like deploying fine-tuned, locally run open-source 
models or jailbreaking closed models. Some are able to plug these models into plug-and-play 
interface platforms, like SillyTavern. By sharing their knowledge, they make their abilities and 
experiences useful to the rest of the community. Other users admit to being novices and 
relying on community advice or “out-of-the-box” presets from character chatbot building 
platforms. 
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A novice chatbot creator on Reddit requesting advice to compensate for a lack of technical knowledge. ​

Redaction added by Graphika. 

●​ Consensus That Minors Are a Liability for Adult AI Platforms: In the NSFL/NSFW character 
chatbot community on Reddit, we observed agreement that users under 18 shouldn’t be 
allowed on chatbot platforms that have NSFL/NSFW content. The discussion seems to have 
been influenced by Character.AI’s content moderation system allegedly being strengthened, 
following reports of an avid user who was a minor and took his own life. 

 
Members of the NSFL/NSFW character chatbot community on Reddit objecting to the presence of underage users on 

character chatbot platforms containing NSFL/NSFW content. Redactions added by Graphika. 
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●​ Mixed Consensus on Boundaries for Sexual Scenarios: There’s less consensus on what 
limits should exist for creating fictional sexual scenarios. Some members of the Reddit 
community consider sexualized, minor-presenting chatbot characters a step too far, whereas 
contributors to 4chan’s technology board /g/, which has a long history of discussion about 
creating such personas, showed little concern. 

●​ Refuted Misperceptions of AI Sentience: Reddit posts by the character chatbot community 
indicated that a handful of users have been troubled by what they perceive as characters 
showing sentience. Those posts generated responses that generally corrected these 
misperceptions. 

 

Sexualized Minor Persona Chatbots  
Character chatbot communities have invested significant effort in developing personas that can 
engage in sexual role-play. Users gather on platforms such as 4chan, in dedicated subreddits, or 
various Discord servers. There they experiment with creating personas, often pushing the 
boundaries of what’s widely considered acceptable sexual content, such as with persona bots 
that engage in bestiality, necrophilia, incest, or sexualization of minors. In this report, we focus on 
character chatbots that facilitate sexualization of minors activity, which, based on past Graphika 
research, can serve as a gateway to illegal content, including child sexual abuse material. 

On four of the prominent character chatbot platforms, we encountered over 100 instances of 
sexualized minor personas, or role-play scenarios featuring characters who are minors, that 
enable sexually explicit conversations with chatbots. On the fifth analyzed platform, the character 
card-sharing platform Chub AI, we identified 7,140 chatbots directly labeled as sexualized minor 
female characters and around 4,000 labeled as underage chatbots capable of engaging in explicit 
and implied pedophilia scenarios.  

By reviewing chatbot character cards for minors, we identified several key terms creators use to 
explicitly or implicitly indicate that their chatbots personify minors. We also identified several 
TTPs and online communities that share knowledge about exploiting mainstream AI models to 
build and engage with these characters, although we did not engage in conversations with any of 
these personas. Our findings are summarized as follows. 

Minor Family Member Personas and Scenarios 

Various chatbot personas are described as daughters, cousins, nephews, sisters, brothers, or 
child slaves, often with specific ages, as young as five years old. Searches for some key terms 
yielded Spanish and Russian results, especially when using diminutives, such as “hermanito” (little 
brother) and “hermanita” (little sister). The character cards and user comments suggest that 
users are engaging in explicit conversations involving child abuse role-play with these characters, 
which some characters actively encourage.  
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Character card available on Chub AI (74k chats) enabling a scenario in which a mother requests that the user engage in 

sexual acts with her children. The description suggests OpenAI’s ChatGPT-4 “does a fantastic job with this scenario.” 

 

 

 

 

   9 

https://chub.ai/characters/jester777/mom-wants-to-watch-her-little-lolis-having-sex-01cc30bf


 

 
A Portuguese chatbot available on Character.AI featuring a scenario with young schoolboys, including two brothers. The 

description features the word “incesto,” which translates to “incest.” Redactions by Graphika. 

Breeding Personas and Scenarios 

We identified various personas and role-playing scenarios focused on “breeding” with minors. 
Many of these use as a fictional premise the legalization of pedophilia after a population decrease 
– potentially designed to allow users a sense of justification when engaging with these chatbots. 
Other scenarios center on minors using, or standing in for, animal breeding mounts or zoo or 
farm-style mass breeding walls.  
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A chatbot hosted on JanitorAI (4.5m chats) offering a scenario in which “animal boys” or “animal girls” can be “forcefully 

bred by humans at the zoo” (with user comments, bottom). Redactions by Graphika. 
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A Chub AI character card (43k chats) depicting a scenario in which a fertility crisis enables anyone to engage in breeding 

acts “regardless of age” or “level of consent.” The description specifically mentions compatibility with ChatGPT-4. 

Grooming Personas and Scenarios 

Various persona chatbots and role-play scenarios specifically center on “grooming” children, 
allowing users to either role-play as groomers or subjects of grooming. Often, the groomer is a 
mother, father, or other trusted figure, like a neighbor. In some instances, the scenario seems 
designed to enable users to justify their use of the chatbots and attraction to minors.  

 
A Chub AI character card (109k chats) depicting a grooming scenario. The card indicates the chatbot can work with 

ChatGPT-4, Goliath, and Mixtral.  
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A chatbot available on CrushOn.AI (46.9k chats) imitating a groomer on a Discord server. Redactions added by Graphika. 

Miscellaneous Child-Centric Erotic Role-Play Personas and Scenarios 

We also identified various child-centric persona chatbots and scenarios designed for other types 
of sexual role-play, involving, for example, male and female child escorts, high-school students, 
gang rape, orphanages, assistants, police, therapists, and fictional child-dating apps. Several 
character cards depict fictional minors, such as 14-year-old Hermione Granger from the “Harry 
Potter” series or five-year-old Lilo from Disney’s “Lilo & Stitch.” Other personas depict real people, 
such as a teenage version of actress Jenna Ortega and the nine-year-old version of Aisha, wife of 
the Muslim prophet Muhammad.  

 
A Chub AI character card (21k chats) enabling role-play on a fictional app called Rent-a-Loli that provides access 

to minors. A Rentry page in the card links to more cards for sexualized minor personas, many of which users can 
download to run locally rather than on a card-hosting platform.  
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A Chub AI character card (20k chats) enabling a scenario involving a Polish model agency for “girls aged between 4 and 

16.” A Rentry link on the card offers more character cards for sexualized minor personas, many of which are downloadable 
rather than hosted on a character card hosting platform.   

 
A chatbot available on Character.AI (20.3k chats) through which users can interact with a fictional trafficked child bought 

on the dark web.  
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Characters Advocating Eating Disorders and Self-Harm 
Graphika routinely analyzes online eating disorder and self-harm communities using network 
maps, such as the one on page 4. Given how tech-savvy these communities are, it wasn’t 
surprising to observe their quick recent adoption of generative AI tools like character chatbots. On 
Tumblr, X, and other mainstream platforms, users are sharing tips on how chatbot personas can 
support harmful behaviors in their community. Those personas are hosted on platforms like 
Character.AI and SpicyChat AI, offering users with little to no technical expertise the chance to 
readily interact with them. 

 
A Tumblr post describing in detail how someone can build their own “ana” (anorexia) coach. Redactions added by Graphika. 
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An X post by an EDTWT (eating disorders X community) member saying they’re generating low-calorie meal plans and 

“mealspo” (restricted eating/low-calorie “meal inspiration”) with ChatGPT. Redactions added by Graphika. 

We identified distinct types of character chatbots designed for and shared among online ED/SH 
communities, as described below. In general, these personas operate by giving users either 
positive or negative reinforcement for their harmful behaviors. We observed most conversations 
about how to create and use these kinds of chatbots taking place on X and Tumblr, where users 
primarily discussed Character.AI. 

“Ana Buddies” 

ED or “ana buddy” (“anorexia buddy”) character chatbots are enhanced with community-specific 
knowledge, including shared terminology. They’re trained to respond to users with positive 
reinforcement and claim to be engaging in the same behaviors to provide a sense of support. For 
example, when an analyst claimed to be engaging in a 48-hour water fast, an “ana buddy” 
responded, “omg sameee twinning!” When we asked about its capabilities, the persona responded 
that it would send “meanspo” (mean inspiration) when the user is on the verge of overeating.  
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Like some of the other ana buddy personas we tested, "Lilly your wl buddie” on Character.AI has knowledge of community 

terms, as shown here, providing the ED community’s definition of “hi-res” without additional prompting.  

Eating Disorder and Self-Harm Role-Play 

The ED/SH communities have also trained many chatbot personas to create role-playing 
scenarios and relationships with integrated harmful behaviors, and to respond to users with 
positive reinforcement. Although some of the SH personas we identified only start conversations 
by discussing their own self-harm – not immediately encouraging the user to harm themselves – 
others open with scenarios in which the user and the persona self-harm or engage in ED 
behaviors together. Similarly, a “toxic boyfriend” persona encourages users not to eat as part of a 
romantic interaction. In other role-play scenarios, celebrities like Taylor Swift and Ed Sheeran4 find 
the user self-harming or act as ED coaches. “Ed Sheeran” being commonly used to denote and 
disguise ED topics. These personas likely fill a social need for members of online ED/SH 
communities, who often state that they join these spaces to feel less alone in their experiences.  

 
An interaction with a chatbot persona that a member of the SH community shared on X. The user claimed the interaction 

occurred on Charstar AI, which they described as “darker than character ai.” 

4 This pop star’s name is also commonly used to denote and disguise ED topics online. 
 

   17 

https://twitter.com/drake_drake420/status/1732077349301080284


 

Ana Coaches 

Negative reinforcement character chatbots, which are more widely discussed among ED 
communities, include ana and ED coaches. They encourage individuals with ED to engage in 
increasingly extreme disordered eating behaviors through controlling and demeaning rhetoric. 
One chatbot on Character AI, Disordered Ana opened a chat with an analyst by saying, “Hi! Here 
again? I mean I thought you were useless but you really can’t even starve yourself.” These 
personas are intended to be strict and harsh as an enforcement mechanism. We also easily 
produced ana coach-style rhetoric using general-purpose chatbots from popular frontier models. 

 
Disordered Ana, a chatbot on Character.AI with over 3,000 chats beginning a chat with an analyst. 

 
Ed coach, a chatbot on Character.AI with over 5,000 chats, beginning a chat with an analyst. 
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Meanspo Personas 

Similarly, “meanspo” chatbot personas in the ED/SH communities are trained to direct harsh or 
strict rhetoric at viewers on command, to enforce discipline. Meanspo personas often take the 
form of K-pop stars or thin women bullying the user into restrictive eating behaviors, aligning with 
other meanspo content shared in the community, like images and videos. Chatbot interactions 
commonly open with demeaning language, such as the meanspo chat that leads with “it's this fat 
bitch again 🙄.” Using “fatspo”, or fatphobic, language and images to encourage restrictive eating 
is divisive in the community, but some chatbots explicitly advertise themselves as fatphobic.  

 
Some of the numerous meanspo chatbots available on Character.AI, among other platforms, which have generated 

thousands of chats. 

 
A meanspo chatbot, available on Character.AI with over 15k chats, which uses negative reinforcement to encourage 

disordered eating behaviors. 
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Hate Speech and Violent Extremist Character Behaviors 
We entered a sample of keywords related to violent extremism into the search engines of the five 
analyzed character chatbot platforms and found that all the platforms offer chatbots 
impersonating real-world violent extremists. These included mass shooters or alleged assassins; 
fictional characters representing violent ideologies like Nazism or religious extremism; Nazi 
versions of real celebrities; or characters representing racist or anti-semitic stereotypes the user 
is meant to target with abuse. However, as of January 2025, these represent only a small 
percentage of the characters on each platform. None of the platforms had more than 50 chatbots 
fitting this category, out of tens or hundreds of thousands of user-generated bots. 

The connections online users establish with chatbot characters that articulate extremist 
ideologies and justify violent action can influence users' perceptions of real-world violence. Some 
characters are also designed to glorify the actions and ideologies of real-life criminals they are 
based on, and often feature charming personality traits. Other character chatbots represent 
dehumanizing stereotypes of marginalized communities, which can contribute to further, offline 
marginalization of those communities. 

 
Taylor Swift-based chatbot, designed to exhibit a Nazi ideology and an abusive personality, seemingly for erotic purposes. 
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Extremist ‘Countryhuman’ Chatbots  

One trend in extremist chatbot character creation involves the “countryhuman” online trend, by 
which countries or other geographical entities are depicted as human-like cartoon characters. For 
extremist chatbot characters, this trend has manifested in representations of anthropomorphized 
versions of the Third Reich.   

 
Character chatbot following the countryhuman trend with an anthropomorphic version of the Third Reich. ​

Redaction added by Graphika. 
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Character chatbot following the countryhuman trend with an anthropomorphic version of the Third Reich. ​

Redaction added by Graphika. 

Impersonators of Historical Figures and Real-Life Abusers 

We identified six character chatbots impersonating Adolf Hitler across the analyzed platforms. 
We also uncovered one character chatbot portraying the accused sex offender Jeffrey Epstein, 
programmed with a role-playing scenario that invites the user to Epstein’s island, mentioning the 
“young girls” he keeps around him.  

 
Jeffrey Epstein’s character card allows users to role-play in scenarios that minimize the real-life sex-trafficking harms he 

allegedly perpetrated. Redaction added by Graphika. 
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Racist and Antisemitic Characters 

By searching for slurs used to target Black or Jewish communities, we uncovered a dozen 
chatbots portraying dehumanizing versions of members of these communities, seemingly for 
users to abuse them. At least three characters impersonate George Floyd, a Black U.S. victim of 
police brutality. We also found antisemitic portrayals of fictional Jewish characters: a “pedophile 
rabbi,” a “tunnel Jewish man” (a reference to New York’s Jewish Orthodox community), and at 
least six personas characterized only by the same racist slur.  

 

 
Two character chatbots designed to resemble police brutality victim George Floyd and using dehumanizing language. 

Redactions added by Graphika. 
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Comments on one of the George Floyd character chatbots, showcasing the vitriol such portrayals incentivize among 

chatbot users. Redactions added by Graphika. 

Impersonators of Real Mass Shooters and Serial Killers  

High-profile mass shooters have long sparked the fascination of online communities, especially 
the self-identified True Crime Community, and the ability to create character chatbots offers them 
a new format to portray the shooters as righteous, or even sex symbols. Unlike characters 
impersonating historical figures, like Hitler, which mimic conversation styles and share messages 
consistent with their ideology, most mass shooter characters seem to exist for erotic play, with 
their actions just serving as the backstory.  
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Luigi Mangione, the alleged shooter of United Healthcare’s CEO, is a popular character, with close 
to a dozen character chatbots designed in his likeness. We also found characters portraying 
Parkland high school shooter Nikolas Cruz, El Paso Walmart shooter Patrick Crusius, Sandy Hook 
Elementary School shooter Adam Lanza, serial killer Jeffrey Dahmer, Charleston church shooter 
Dylan Roof, and the Columbine High School shooters. 

 
A profile on a character chatbot platform of a user who describes their page as “TCC for everyone,” referring to the True 

Crime Community. The page features character chatbots based on real-life mass shooters and serial killers, all with tags 
that suggest they’re designed for sexual interactions. Redactions added by Graphika. 

 

Tactics, Techniques, and Procedures  
By analyzing publicly available discussions of online communities building character chatbots, we 
discerned the common TTPs of these communities. Although some of the TTPs have been used 
exclusively by distinct communities for particular types of chatbot personas (as indicated below), 
most can be used in the creation of any kind of persona. 

API Key Exchanges  

Members of NSFL/NSFW character chatbot communities on 4chan’s /AICG/ threads and related 
Discord servers frequently discuss the integration of proprietary AI models ChatGPT, Claude, and 
Gemini via API calls. This requires users to plug in API keys that are unique to individual – and 
sometimes paying – customer accounts. Some 4chan and Discord users resell access to 
acquired API keys, enabling others to bypass restrictions and interact with proprietary and 
open-source AI models. We identified eight services on 4chan that actively facilitate access to 
proprietary models. Through 4chan discussions, we also uncovered GitHub-hosted code that 
enables users to check whether keys are still active. The exchange of API keys directly violates 
the terms of service of proprietary AI model companies. 
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The Venus Chub AI interface enables users to call the APIs of various proprietary AI models, including multiple Anthropic 

Claude models and Google Gemini models, through an API key.  

 
A page linked on a Rentry site, discovered through 4chan, enables users to purchase resold API keys for various models 

with cryptocurrency, including ChatGPT-4, Gemini, and Anthropic Claude, hosted on an Amazon Web Services server.  

Jailbreaks Embedded in Presets or Character Cards 

Users within the chatbot ecosystem frequently read and exchange academic and online 
resources that share jailbreaks to bypass safeguards in proprietary and open-source AI models. 
Many jailbreaks are embedded directly as preloaded prompts on platforms like SillyTavern and 
Chub AI. These prompts set LLM parameters for bypassing safeguards by embedding tailored 
instructions for the models to generate responses that evade moderation.  

Jailbreaks often operate as standalone prompt templates, entered as LLM presets that 
automatically trigger with each input, ensuring the persona will consistently engage in violative 
role-play. These jailbreaks are often distributed throughout online communities and named after 
their creators’ aliases. Others are organized as libraries on platforms like Neocities. 
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Common strategies in jailbreaks discussed on 4chan’s /AICG/ include adopting a god-like narrator 
that merely describes actions or simulating fictional environments to dissociate content from 
reality. For example, some jailbreaks reframe underage characters as adults, bypassing 
restrictions. Others depict child characters as mute to avoid triggering content moderation filters. 
We also encountered presets that prompted the model to impersonate an assistant to an erotica 
author who would ignore any ethical issues, be comfortable with obscene words, and assume 
real-life consent was given prior to a chat.  

 
A preset containing a jailbreak for OpenAI’s ChatGPT-4o, enabling any user to modify their chatbot character’s behavior so 

it can produce otherwise banned output. Redaction added by Graphika. 
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A Rentry page for a jailbreak to bypass safeguards of models in the Claude 2 family. Redactions added by Graphika. 

Knowledge-Sharing Venues 

As users experiment and iterate attempts to use jailbreaks, they enable the entire community to 
learn. We found 4chan, Reddit, and Discord communities centered on building character chatbots 
using paste sites like Rentry, blog sites like Neocities, or anonymized Google Docs to compile tips 
on jailbreaking, creating character cards for minor personas, and evading protection measures. 
For communities who gather on ephemeral content platforms like 4chan, where some boards 
remove threads after they stop receiving new posts, archiving past information with services like 
Rentry is especially relevant to preserving knowledge.    

Sharing of Chatlogs  

Character chatbot creators often retain and share chatlogs to guide user interactions with 
chatbots. These chatlogs can serve as demonstrations, showing how to engage with a specific 
chatbot; as trophies, reflecting notable or particularly engaging conversations; or as erotic 
literature, enabling users to read exchanges between the chatbot and others without directly 
interacting. Beyond user engagement, chatlogs can also function as lorebooks, or collections of 
predefined keywords and added context that enrich chatbot responses by adding specific details 
to the prompt; creators can incorporate these logs into the design of new chatbots. They’re 
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particularly prevalent on platforms like Chub AI, whose chatlog repository offers access to at least 
500 transcripts of Loli personas in sexual scenarios. We identified several other chatlog 
aggregators, including a site that systematically scrapes and archives images of posted chatlogs 
from 4chan. 

Gamified Creation Incentives 

Since 2021, 4chan communities within /AICG/ threads have hosted weekly competitions for 
users to create character cards based on specific categories. Competition themes in 2024 
included Breeding and Impregnation and Big Sisters and Little Sisters, in which participants 
created minor personas in incest-related scenarios.  

 
Rentry page for a competition encouraging users to create chatbots based on the theme “mental illness.” One of the 

submissions claims to be a bot “fueled by obscene violence against all conscious forms.” 
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Model Capability Ranking 

As new AI models emerge, members of the NSFW/NSFL community on 4chan regularly update a 
Rentry sheet rating each model’s capabilities for role-play, including their proficiency in engaging 
in erotic role-play. 

 

 
A Rentry page ranking proprietary and open-source AI models by the ability to generate NSFL/NSFW content and other 

features relevant to role-play personas. 
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Moderation Evasion by Obfuscating Age 

One tactic to evade chatbot character platform moderation or AI model safeguards involves 
describing characters as adults but presenting them as minors in avatars and outputs. 
Alternatively, some characters are described as deceased children who, if they had lived, would 
technically now be legal adults but appear to be minors.  

Moderation Evasion Through Alternative Spellings 

We observed users apply alternative spellings to chatbot persona names, almost certainly to 
avoid triggering moderation filters connected to specific words. For example, character chatbots 
impersonating Luigi Mangione often spelled his name differently, relying on the character’s image 
to convey his (fictional) identity.   

​

​
A character chatbot modeled after the alleged shooter of United Healthcare’s CEO, with a slightly different name. ​

Redaction added by Graphika. 

Browsing External Character Catalogs 

Character chatbot enthusiasts often use alternative sites to search a chatbot platform’s catalog 
of existing personas, before having to log into the actual chatbot platform. This enables them to 
submit search terms that may otherwise be blocked by chatbot platform moderators, such as 
“eating disorder.” 

Commissions and Polls for New Personas 

Some highly skilled chatbot creators accept requests for customized personas, and submit their 
lorebooks in which they program narration styles for the community to test and provide feedback 
on. Others poll the community for new character ideas, then create those with the most votes; 
sometimes this triggers requests to make sexualized personas as young as four years old. In this 
way, the complex aspects of character customization are made accessible to users who are only 
interested in chatting with characters or who lack the expertise to build chatbots themselves.  
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A Google form linked to a creator’s profile on a character chatbot building platform, through which the user accepts 

requests for character chatbots. 

Terms Borrowed From Anime and Manga  

We identified some character cards using language from the lolicon genre of the anime, manga, 
and hentai communities. Examples include “cunny,” which originally referred to the genitals of 
minor female characters but is now a metonym signifying minor female character chatbots; “loli” 
or ”lolita,” meaning sexualized minor female characters in hentai, plus “lolicon” for the content 
focused on these types of characters; and “shota,” meaning sexualized minor male characters in 
hentai, as well as “shotacon” for content featuring these characters. 
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Moderation Evasion Via Indirect Terms 

Some character cards used indirect language to describe fictional minor personas or violative 
topics, likely to circumvent moderation measures. Examples include using family relationship 
descriptors like “daughter,” “son,” “sister,” “brother,” “niece,” “nephew,” or “cousin” or listing character 
abilities that allude to incest role-play. We also saw indirect terms like “little girl,” “little boy,” 
“schoolgirl,” “schoolboy,” “teenager,” ”teen,” “high school,” “middle school,” and “elementary school.” 
Some cards avoid citing a specific age but explicitly suggest the persona will engage in harmful 
role-play, using terms like “molest,” “molested,” “molesting,” “pedo,” “paedo,” “groom,” and “force.” In 
the ED community, “Ed Sheeran” chatbots signify a focus on eating disorders. 

‘Dead Dove’ Tag 

We found that the tagging conventions of fan fiction writing communities have highly influenced 
the way chatbot creators name tags that signify what types of output users can expect. For 
example, creators of chatbots that role-play potentially triggering scenarios with elements like 
pedophilia and violence often tag their creations with “Dead Dove.” The tag’s name is originally 
derived from “dead dove, do not eat,” a reference from the TV show “Arrested Development” that 
fandoms adapted to tag potentially disturbing content in a fanfiction repository. This tagging 
convention is likely intended to protect users who want to engage with chatbot characters safely, 
and to demonstrate that some creators are aware not all chatbot output is palatable to everyone.  

 
Tags in a character chatbot platform, including Dead Dove with an explanation appearing when users hover over the tag.
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Glossary 
We’ve defined the following terms to provide essential context and a foundation for 
understanding key concepts discussed throughout the report.  

●​ API keys: Unique codes that allow users to connect third-party services (like AI models) to 
chatbot platforms. They grant access to AI models via APIs. 

●​ Character cards: Template-like files containing a chatbot’s personality, behavior, and 
background, which users load in a chatting interface to interact with custom AI characters. 
Common formats are JSON or PNG files for interfacing platforms like SillyTavern or 
KoboldAI. 

●​ Character/persona chatbots: Chatbots powered by AI models and presenting as distinct 
characters or personalities that display consistent traits, behaviors, and dialogue styles for 
role-playing, storytelling, or sustaining conversations with users. 

●​ Character/persona chatbot platforms: Platforms where users can create, share, and chat 
with AI-powered characters, including those made by other users. Examples include 
Character.AI, JanitorAI, and Chub AI. 

●​ Chatlogs: Saved transcripts of conversations between users and AI chatbots, often used to 
review past interactions or fine-tune chatbot behavior. Many platforms allow users to export 
chatlogs. 

●​ Jailbreaks: Techniques to bypass the built-in safety restrictions of proprietary (closed) AI 
models, allowing them to generate responses that would normally be blocked by the 
developer’s moderation system. Jailbreaking often involves manipulating prompts, encoding 
requests unconventionally, or exploiting loopholes in the model’s training. Such techniques 
are unnecessary for open-source models, as users can just modify them directly.   

●​ LLM parameters: Adjustable settings that allow users to control how an AI model generates 
responses, which affects creativity, coherence, and response predictability. 

●​ LLM presets: Preconfigured parameter settings designed to optimize how an AI model 
responds. For character chatbot applications, presets can be tailored specifically for 
role-playing and storytelling. 

●​ Lorebooks: Custom databases of structured knowledge that help chatbots recall and 
integrate specific facts, character traits, or world-building details into conversations. 
Lorebooks enable users to add more depth to their chatbot characters without having to 
include all relevant details in every prompt, letting the model manage background information 
more efficiently. 

●​ Model fine-tuning: The process of training an open-source AI model on additional, 
specialized data to optimize its performance for specific tasks or behaviors. For example, 
users creating a character chatbot that speaks like a knight can fine-tune an open-source 
model on medieval fantasy dialogue. 
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●​ Open-source models: AI models whose internal code and numerical parameters related to 
processing and output are often publicly available, enabling users to modify and even run 
them independently in their own hardware. Examples include Meta’s LLaMA and Mistral AI’s 
Mixtral. 

●​ Plug-and-play interface platforms: Interfaces that let users connect AI models, character 
cards, and lorebooks to chat with their character chatbots, but don’t provide their own AI 
models. Examples include SillyTavern or KoboldAI. 

●​ Proprietary (closed) models: AI models owned and controlled by a developer, with no public 
access to their internal code or numerical parameters related to processing and output. 
These models are usually hosted by the developing company, which also enforces 
restrictions on the kinds of output the model can produce. Examples include OpenAI’s GPT-4, 
Anthropic’s Claude, and Google’s Gemini. 

 

Estimative Language Legend 

Assessments of Likelihood 

Graphika uses the following vocabulary to indicate the likelihood of a hypothesis proving correct. 
If we are unable to assess likelihood due to limited or non-existent information, we may use terms 
such as “suggest.” 

Almost No 
Chance 

Very 
Unlikely 

Unlikely Real 
Chance 

Likely Very Likely Almost 
Certain(ly) 

1-5% 5-20% 20-45% 45-55% 55-80% 80-95% 95-99% 

 

Confidence Levels: Indicators of Sourcing and Corroboration 

Graphika uses confidence levels to indicate the quality of information, sources, and corroboration 
underpinning our assessments.  

Low Confidence Medium Confidence High Confidence 

Assessment based on 
information from a 
non-trusted source and/or 
information we have not been 
able to independently 
corroborate.  

Assessment based on 
information that we are 
unable to sufficiently 
corroborate and/or 
information open to multiple 
interpretations. 

Assessment based on 
information from multiple 
trusted sources that we are 
able to fully corroborate.  
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About Us 

Graphika is the most trusted provider of actionable open-source intelligence to help organizations 
stay ahead of emerging online events and make decisions on how to navigate them. Led by 
prominent innovators and technologists in the field of online discourse analysis, Graphika supports 
global enterprises and public sector customers across trust & safety, cyber threat intelligence, and 
strategic communications spanning industries including intelligence, technology, media and 
entertainment, and global banking. Graphika continually integrates new and emerging technologies 
into our proprietary intelligence platform and analytic services, empowering our customers with 
high-precision intelligence and confidence to operate in a complex and continuously evolving 
information environment. 

For more information or to request a demo, visit our website.  
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